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The slides of this tutorial are available online at:

https://francescoragusa.github.io/visigrapp2025

Before we begin…

https://francescoragusa.github.io/visigrapp2025


Agenda

1) Part I: History and motivations [14.15 - 15.45]
a) Agenda of the tutorial; 

b) Perception and Egocentric Vision; 

c) Seminal works in Egocentric Vision; 

d) Differences between Third Person and First Person Vision; 

e) First Person Vision datasets; 

f) Wearable devices to acquire/process first person visual data; 

g) Main research trends in First Person (Egocentric) Vision;

h) What’s next?

Coffee Break [15.45 – 16.00]

Keynote presentation: Julien Pettrè [16.00 – 17.00]

2) Part II: Fundamental tasks for First Person Vision systems [17.15 – 18.30]
a) Localization;

b) Hand/Object Detection;

c) Action/Activity Recognition;

d) Human-Object Interaction;

e) Anticipation;

f) Industrial Applications;

g) Conclusion.



Part I
History and Motivations



Perception and 
Egocentric Vision



Perception

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.



Perception

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.

Good 
Morning 

Alex!
Hi John!



Perception

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.

I’m in the 
kitchen!



Perception

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.

E. Corona, A. Pumarola, G. Aleny, M. N. Francesc, R. Gregory. GanHand: Predicting Human Grasp
Affordances in Multi-Object Scenes, CVPR, 2020.



Perception

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.



Computer Vision

Computer vision enables computers to acquire, process, 
analyze and understand digital images, and extract of high-
dimensional data from the real world in order to produce 
numerical or symbolic information



Computer Vision

Computer vision enables computers to acquire, process, 
analyze and understand digital images, and extract of high-
dimensional data from the real world in order to produce 
numerical or symbolic information, e.g. in the forms of decisions

Perception is the process of receiving, organize and interpret
information in order to give meaning to the surrounding world.



The Revolution of Personal Computing

After personal computers and smartphones, wearable devices are the 
third wave of computing

– Marc Pollefeys, Lab Director, Microsoft Mixed Reality and AI Zurich

Personal Computers: 
computing for the mass, but not
mobile and not context aware -
dedicated access to computing

Smartphones: mobile 
computing is always accessible, 

but forces to switch between
the digital and real world

Eyeworn Devices: 
computing everywere with 
minimal switch between
real and digital worlds

https://www.microsoft.com/en-us/research/people/mapoll/


An AI-Powered Virtual Assistant

"her" 2013 movie

earbuds

"wearable" camera

https://thenounproject.com/Turkkub/

Vision augmented by
Mediated RealityAudio Feedback

Computing Power On-Board

Sensors: gaze, 
depth, 

microphone, etc.

Egocentric
Camera

A wearable device which perceives the world 
from our "egocentric" point of view is perfect

for implementing a virtual assistant

https://thenounproject.com/Turkkub/


A Virtual Personal Assistant

Egocentric Vision



(Egocentric) Computer Vision is
Fundamental!



Ego-Exo centric Vision

Exocentric

✓ Easy to setup

× Doesn’t always see everything

✓ Controlled Field of View

× Not really portable

Egocentric

✓ Content is always relevant

× High variability

✓ Intrinsically mobile

× Operational constraints



Receive/Acquire
Information



In 1968 Ivan Sutherland invented the first “head mounted display” (HMD), a stereoscopic
display mounted on the head of the user which allowed to show wireframe rooms.

Head Mounted Display (1968)

Due to its weight, the display was fixed to the ceiling with a pipe, for which it was called
«sword of Damocles».



In the 80s and 90s Steve Mann (PhD in Media Arts and Sciences at MIT, 1997) invented a number of
wearable computers featuring video capabilities, computing capabilities, and a werable screen for
feedback. Steve Mann is often referred to as «the father of wearable computing»

The Birth of Wearable Computing



First Wearable Computing Applications

Visual Orbits

Visual FiltersSpatialized Reminders Spatialized Shopping List

Meta-Vision

Steve Mann. "Compositing multiple pictures of the same scene." Proc. IS&T Annual Meeting, 1993.
Steve Mann, "Wearable computing: a first step toward personal imaging," in Computer, vol. 30, no. 2, pp. 25-32, Feb. 1997.



MIT Media Lab in 1997



MIT Media Lab Seminal Works, late 1990s

(location and task recognition)

1
9
9
8

(object recognition, media memories)

1
9
9
9

1
9
9
7

(augmented reality)



Early 2000s
2
0
0
3

(location/object recognition)

2
0
0
0

(active vision)

2
0
0
3

(active vision, SLAM)



Late 2000s
2
0
0
5

(hand activity recognition)

2
0
1
0

(handheld object recognition)

(activity classification)

2
0
0
9



Hardware, 1990s – 2000s

A COMMON HARDWARE
PLATFORM WAS MISSING!



Microsoft SenseCam, 2004

https://www.microsoft.com/en-us/research/project/sensecam/

"A day in Rome"
• SenseCam is a

wearable camera
that takes photos
automatically;

• Originally conceived
as a «personal
blackbox» accident
recorder;

• Used in the
MyLifeBits project,
inspired by Bush’s
Memex;

• Inspired a series of
conferences and
many research
papers.

Bell, Gordon, and Jim Gemmell. Your life, uploaded: The digital way to better memory, health, and 
productivity. Penguin, 2010.

https://www.microsoft.com/en-us/research/project/sensecam/


Research using Microsoft SenseCam
2
0
0
7

(health, memory augmentation)

2
0
0
8

(lifelogging, place recognition)

2
0
0
8

(lifelogging, multimedia retrieval)



Narrative Clip, 2012

http://getnarrative.com/

http://getnarrative.com/


Research Using Narrative Clip
2
0
1
6

(lifelogging, face tracking)

2
0
1
7

(lifelogging, event segmentation)

2
0
1
7

(lifelogging, survey)



What About Video?



GoPro HD Hero, 2010

https://www.youtube.com/watch?v=D4iU-EOJYK8different wearing modalities

head-mounted chest-mounted

wrist-mounted helmet-mounted

https://www.youtube.com/watch?v=D4iU-EOJYK8


Early Research On Egocentric Video
2
0
1
2

2
0
1
1

(unsupervised action recognition, video indexing)

(detection and recognition of social interactions)

2
0
1
3

(egocentric video sumarization)



Later Research On Egocentric Video
2
0
1
4

(egocentric video indexing)

2
0
1
6

(localization, indexing, context-aware computing)

2
0
1
6

(future localization, navigation)



Gaze Trackers

Gaze is important in Egocentric Vision!

Prototype by Land (1993)

Pupil Eye Trackers (2014 - )Mobile Eye-XG (2013)
Tobii Pro Glasses 2 (2014) Microsoft HoloLens 2 (2016)



Research On Gaze

(gaze prediciton, procedural video)

2
0
1
2

(gaze prediciton, action recognition)

2
0
1
6

(object usage discovery, assistance)

2
0
2
3



OrCam MyEye, since 2015

https://www.orcam.com/

Health, assistive technologies

https://www.orcam.com/


OrCam MyEye, since 2015

https://www.orcam.com/

https://www.orcam.com/


Microsoft HoloLens, since 2016 – HoloLens2 in 2020

https://www.microsoft.com/hololens

Mixed Reality

https://youtu.be/eqFqtAJMtYE

https://www.microsoft.com/hololens
https://youtu.be/eqFqtAJMtYE


Microsoft HoloLens2 – Towards Industrial Applications

https://www.microsoft.com/en-us/hololens/buy

https://www.microsoft.com/en-us/hololens/buy


Magic Leap, since 2018 - Magic Leap 2 in 2022

https://www.magicleap.com/magic-leap-2

https://www.magicleap.com/magic-leap-2


Meta’s Project Aria

https://www.projectaria.com

https://www.projectaria.com/


XREAL

https://www.xreal.com/

https://www.xreal.com/


Apple Vision Pro

https://www.apple.com/apple-vision-pro/

https://www.apple.com/apple-vision-pro/


towards standardization…

Too Many Devices?



OpenXR

https://www.khronos.org/openxr/

Unified API supported by many AR and VR devices

https://www.khronos.org/openxr/


Circa 2017 – most of the discussion still in workshops

Workshop on 
Egocentric

(First Person) Vision



Digital 
Information



First Person Vision Research – Datasets ( up to 2018)

https://allenai.org/plato/charades/

CMU
(0.2M frames – 2009)

CMU
(0.2M frames – 2009)

http://www.cs.cmu.edu/~espriggs/
cmu-mmac/annotations/

GTEA Gaze+
(0.4M frames – 2012)

GTEA Gaze+
(0.4M frames – 2012)

http://www.cbi.gatech.edu/fpv/

ADL
(1.0M frames – 2012)

ADL
(1.0M frames – 2012)

https://www.csee.umbc.edu/~hpirsiav/
papers/ADLdataset/

Charades-ego
(2.3M frames – 2018)

Charades-ego
(2.3M frames – 2018)

http://www.cbi.gatech.edu/fpv/

EGTEA Gaze+
(2.4M frames – 2018)

EGTEA Gaze+
(2.4M frames – 2018)

https://allenai.org/plato/charades/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cbi.gatech.edu/fpv/
https://www.csee.umbc.edu/~hpirsiav/papers/ADLdataset/
http://www.cbi.gatech.edu/fpv/


The EPIC series

EPIC-Kitchens 55 EPIC-Kitchens 100 EPIC-Kitchens VISOR

EPIC-SOUNDS EPIC-FIELDS HD-EPIC



EPIC-KITCHENS
TEAM

Dima Damen, Hazel Doughty, Giovanni Maria Farinella, Sanja Fidler, 
Antonino Furnari, Evangelos Kazakos, Davide Moltisanti, Jonathan 
Munro and Toby Perrett, Will Price, Michael Wray (2021). The EPIC-
KITCHENS Dataset: Collection, Challenges and 
Baselines. PAMI, 43(11), pp. 4125-4141.



Dima Damen, Hazel Doughty, Giovanni Maria Farinella, Sanja Fidler, Antonino Furnari, Evangelos Kazakos, Davide Moltisanti, Jonathan Munro and Toby Perrett, Will 
Price, Michael Wray (2021). The EPIC-KITCHENS Dataset: Collection, Challenges and Baselines. PAMI, 43(11), pp. 4125-4141.



EPIC-KITCHENS-100

Dima Damen
University of Bristol

Hazel Doughty
University of Bristol

Giovanni M. Farinella
University of Catania

Antonino Furnari
University of Catania

Evangelos Kazakos
University of Bristol

Davide Moltisanti
University of Bristol

Jonathan Munro
University of Bristol

Toby Perrett
University of Bristol

Will Price
University of Bristol

Michael Wray
University of Bristol

Jian Ma
University of Bristol

https://epic-kitchens.github.io/

Dima Damen, Hazel Doughty, Giovanni M. Farinella, Antonino Furnari, Evengelos Kazakos, Jian Ma, Davide Moltisanti, Jonathan Munro, Toby 
Perrett, Will Price, Michael Wray (2021). Rescaling Egocentric Vision . International Journal on Computer Vision (IJCV) , abs/2006.13256

https://epic-kitchens.github.io/


Bigger…. Better… Denser…

EPIC-KITCHENS-55 EPIC-KITCHENS-
100

No. of Hours 55 100 

No. of Kitchens 32 45

No. of Videos 432 700

No. of Action 
Segments

39,432 89,979

Action Classes 2,747 4,025

Verb Classes 125 97

Noun Classes 331 300

Splits Train/Test Train/Val/Test

No. of Challenges 3 6 (4 new challenges)

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/


EPIC-Kitchens VISOR

https://epic-kitchens.github.io/VISOR

• 272K manual sparse 
masks for hands and 
active objects;

• Hand-object contact 
relations;

• 1477 unique entities;

• 22 categories.

https://epic-kitchens.github.io/VISOR


EPIC-SOUNDS

https://epic-kitchens.github.io/epic-sounds

• 74.8K categorised
audio segments;

• Material-based
collision sounds;

• Repetitive sounds;

• 44 classes.

https://epic-kitchens.github.io/epic-sounds


EPIC-FIELDS

https://epic-kitchens.github.io/epic-fields

• 19M registered
frames; 

• Camera poses;

• 3D reconstruction;

• Paired with VISOR 
annotations.

https://epic-kitchens.github.io/epic-fields


HD-EPIC

https://hd-epic.github.io

• Recipe and Nutrition; 

• Preparation and Step;

• Narrations;

• Audio Annotations;

• Digital Twin;

• Gaze Priming;

https://epic-kitchens.github.io/epic-fields


• Semi-Supervised Video Object Segmentation Challenge

• EPIC-SOUNDS Audio-Based Interaction Recognition

• EPIC-SOUNDS Audio-Based Interaction Recognition

• Action Recognition

• Action Detection

• UDA for Action Recognition

• Multi-Instance Retrieval

2025 Challenges

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/2025#vos
https://epic-kitchens.github.io/2025#sounds
https://epic-kitchens.github.io/2024#sounds2
https://epic-kitchens.github.io/2025#challenge-action-recognition
https://epic-kitchens.github.io/2025#challenge-action-detection
https://epic-kitchens.github.io/2025#challenge-domain-adaptation
https://epic-kitchens.github.io/2025#challenge-action-retrieval
https://epic-kitchens.github.io/


EPIC-KITCHENS Workshops & Challenges





Can We Scale?



Can we scale?

84 authors



855 Subjects 74 Locations 9 Countries 3025 Hours 3D Scans Audio Gaze



EGO4D – Massive Scale

Animation by Michael Wray - https://www.youtube.com/watch?v=p78-V2RiKo

https://www.youtube.com/watch?v=_p78-V2RiKo


Benchmarks and Challenges



EGO4D Workshop & Challenges

24 October 2022

19 June 2023



Happy Ending?



EGO-EXO4D



EGO-EXO4D Team



Paper

https://ego-exo4d-data.org/

https://ego-exo4d-data.org/


Challenges



EGO-EXO4D Workshop



What about Industrial Domain?



The MECCANO Dataset

Project page: 
https://iplab.dmi.unict.it/MECCANO/

F. Ragusa, A. Furnari, G. M. Farinella. MECCANO: A Multimodal Egocentric Dataset for Humans Behavior Understanding in the
Industrial-like Domain. Computer Vision and Image Understanding (CVIU), 2023 (https://arxiv.org/abs/2209.08691).

https://iplab.dmi.unict.it/EGO-CH/
https://iplab.dmi.unict.it/MECCANO/
https://arxiv.org/abs/2209.08691


Data Acquisition



Data Annotation: Temporal Verb Annotations

8857 video 
segments

1401 overlap
segments
(15.82%)

F. Ragusa, A. Furnari, G. M. Farinella. MECCANO: A Multimodal Egocentric Dataset for Humans Behavior Understanding in the
Industrial-like Domain. Computer Vision and Image Understanding (CVIU), 2023 (https://arxiv.org/abs/2209.08691).

https://arxiv.org/abs/2209.08691


Data Annotation: Active Object Bounding Boxes

64439 
frames

F. Ragusa, A. Furnari, G. M. Farinella. MECCANO: A Multimodal Egocentric Dataset for Humans Behavior Understanding in the
Industrial-like Domain. Computer Vision and Image Understanding (CVIU), 2023 (https://arxiv.org/abs/2209.08691).

https://arxiv.org/abs/2209.08691


Data Annotation: Action Annotations

align screadriver to screw

F. Ragusa, A. Furnari, G. M. Farinella. MECCANO: A Multimodal Egocentric Dataset for Humans Behavior Understanding in the
Industrial-like Domain. Computer Vision and Image Understanding (CVIU), 2023 (https://arxiv.org/abs/2209.08691).

https://arxiv.org/abs/2209.08691


Data Annotation: Egocentric Human-Object Interactions 

Egocentric Human-Object Interaction

𝑶 = {𝒐𝟏, 𝒐𝟐, . . . , 𝒐𝒏} 𝑽 = {𝒗𝟏, 𝒗𝟐, . . . , 𝒗𝒎}

e = (𝒗𝒉, 𝒐𝟏, 𝒐𝟐, . . . , 𝒐𝒊 )

<take, screwdriver> <screw, {screwdriver, screw, 
partial_model}>



Data Annotation: Next Active Object Annotations 



Data Annotation: Hands Annotations 



MECCANO Benchmark

1) Action Recognition

2) Active Object Detection and 
Recognition

3) EHOI Detection



MECCANO Benchmark

4) Action Anticipation

5) Next-Active Object (NAO) 
Detection



Procedural Learning

B. Siddhant, A. Chetan, C. V. Jawahar, My View is the Best View: Procedure Learning from Egocentric Videos. In European
Conference on Computer Vision (ECCV), 2022.

1)EgoProceL 
(proposed)

2)CMU-MMAC
3)EGTEA Gaze+

4)  MECCANO
5)  EPIC-Tent



ENIGMA-51 Dataset

Low-Voltage Hight-Voltage

We designed two procedures consisting of
instructions that involve humans
interacting with the objects present in the
laboratory to achieve the goal of repairing
two electrical boards

ENIGMA-51: Towards a Fine-Grained Understanding of Human Behavior in Industrial Scenarios. F. Ragusa R. Leonardi, M. 
Mazzamuto, C. Bonanno, R. Scavo, A. Furnari, G. M. Farinella. WACV (2024).



ENIGMA-51: Annotations

ENIGMA-51: Towards a Fine-Grained Understanding of Human Behavior in Industrial Scenarios. F. Ragusa R. Leonardi, M. 
Mazzamuto, C. Bonanno, R. Scavo, A. Furnari, G. M. Farinella. WACV (2024).

  

                      
  
                                             
                                        
                                                        
                  
  

  

                      
  
                                             
                                        
                                                        
                  
  

  

                    
  
                                     
                                    
                                              
                
  

  

                    
  
                                     
                                    
                                              
                
  



Benchmark

Untrimmed temporal detection of human-object interactionsUntrimmed temporal detection of human-object interactionsUntrimmed temporal detection of human-object interactions

Egocentric human-object interaction detectionEgocentric human-object interaction detectionEgocentric human-object interaction detection

Short-term object interaction anticipation  Short-term object interaction anticipation  Short-term object interaction anticipation  

Natural language understanding of intents and entitiesNatural language understanding of intents and entitiesNatural language understanding of intents and entities



ENIGMA-360 (Extension)

Exocentric Egocentric

35 
subjects

7 
tasks

• Temporal Action 
Segmentation

• Keystep
Recognition

• Mistake Detection



Conversations are missing



The Ideal Personal Assistant



A New Dataset

Egocentric videos of
subjects engaging different
procedural activities in
which they are not expert
or not very expert (i.e.,
Trainees);

Conversations between
trainees and experts
happen naturally during the
collection.

How can 
I remove 

this? Use 
the 

wrench



Ego-Extra
Trainee Expert

What is the 
first 

ingredient to 
take?

Where should 
the tray with 
the cookies 
be placed in 
the oven?Now turn and in 

front of you, 
there is the flour 

below

They go to the 
bottom

How much 
flour should 
be weighed 

on the scale?

You need to 
weigh 1.5 Kg 

of flour 

How should 
the dough be 

shaped?
We can 

quietly make 
this kind of 
serpentine 

shape

…

…

…

…

SLAM

eye gaze T eye gaze Ehand 
keypoint

IMU Transcripts

Multimodal Signals



MLLM Benchmark

Multiple-Choice Question 
Answering

A) "No, not at this moment. Now, 

                   “

B) “M                        

secure everything again to be 

absolutely sure."

C) "N ,       ’                

additional supports or have 

someone assist you just in case."

D) "No, just let go and see if it stays 

in place."
A

A

C



What’s Next?



An Outlook into
the Future



What’s Relevant in Egovision?

Imagine
the Future

Write Stories in 
Different
Scenarios

Extract Important
Tasks from the 

Stories

Go in-depth with 
Tasks and 
Datasets

Rather than being
extensive, we
considered
seminal and 
state-of-the-art
works

A lot of data!

A top-down approach



An Outlook into the Future of Egocentric Vision

https://arxiv.org/abs/2308.07123 https://openreview.net/forum?id=V3974SUk1w

https://arxiv.org/abs/2308.07123
https://openreview.net/forum?id=V3974SUk1w


An Outlook into the Future – Futuristic Stories

EGO-HOME EGO-WORKER EGO-TOURIST EGO-POLICE EGO-DESIGNER



From Narratives to Research Tasks

12 Egocentric Vision Research Tasks

1. Localisation

2. 3D Scene Understanding

3. Recognition

4. Anticipation

5. Gaze Understanding and Prediction

6. Social Behaviour Understanding

7. Full Body Pose Estimation

8. Hand and Hand-Object Interactions

9. Person Identification

10.Summarisation

11.Dialogue

12.Privacy

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 

Outlook into the Future of Egocentric Vision. IJCV, 2024.



Links between Stories and Tasks

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 

Outlook into the Future of Egocentric Vision. IJCV, 2024.



General Datasets

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 

Outlook into the Future of Egocentric Vision. IJCV, 2024.



General Datasets

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 

Outlook into the Future of Egocentric Vision. IJCV, 2024.



General Datasets

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 

Outlook into the Future of Egocentric Vision. IJCV, 2024.



It’s an exciting time for wearable devices &               
e          egocentric vision!

Conclusion of Part I

Hardware is increasingly available as big 
tech gests interested.

Large datasets and pre-defined challenges 
can help get started to explore the field





Egocentric Vision: 
Exploring User-Centric Perspectives

Francesco Ragusa
LIVE Group @ UNICT - https://iplab.dmi.unict.it/live/

Next Vision - http://www.nextvisionlab.it/

Department of Mathematics and Computer Science - University of Catania 

francesco.ragusa@unict.it - https://francescoragusa.github.io/

THANK YOU!

https://iplab.dmi.unict.it/live/
http://www.nextvisionlab.it/
mailto:francesco.ragusa@unict.it
https://francescoragusa.github.io/
https://www.linkedin.com/in/francesco-ragusa-97b659122/
https://twitter.com/FrancRagusa


Agenda

1) Part I: History and motivations [14.15 - 15.45]
a) Agenda of the tutorial; 

b) Perception and Egocentric Vision; 

c) Seminal works in Egocentric Vision; 

d) Differences between Third Person and First Person Vision; 

e) First Person Vision datasets; 

f) Wearable devices to acquire/process first person visual data; 

g) Main research trends in First Person (Egocentric) Vision;

h) W   ’    x ?

Coffee Break [15.45 – 16.00]

Keynote presentation: Julien Pettrè [16.00 – 17.00]

2) Part II: Fundamental tasks for First Person Vision systems [17.15 – 18.30]
a) Localization;

b) Hand/Object Detection;

c) Action/Activity Recognition;

d) Human-Object Interaction;

e) Anticipation;

f) Industrial Applications;

g) Conclusion.


